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Abstract

We present PhoLSTM, a joint multi-task lan-
guage model that can simultaneously learn and
perform part-of-speech tagging, named-entity
recognition, and dependency parsing in Viet-
namese. By replacing a feed-forward neural
network in the dependency parsing layer of
PhoNLP (Nguyen and Nguyen, 2021) with a
LSTM, PhoLSTM outperforms PhoNLP on
benchmark datasets. Although PhoLSTM is
currently only trained with a small dataset in
Vietnamese, we hope that the model can be
applied in larger datasets or in other languages.

1 Introduction

With the rise of Vietnamese NLP research in recent
years, part-of-speech (POS) tagging, named-entity
recognition (NER), and dependency parsing are
among the tasks that have been studied extensively.
Since they are all fundamental tasks, they can be
embedded in other NLP tasks, such as machine
translation (Tran et al., 2016), semantic parsing,
open information extraction, and question answer-
ing. Therefore, developing accurate, efficient mod-
els for POS tagging, NER, and dependency parsing
is essential in the advancement of the field of Viet-
namese NLP as a whole.

PhoBERT (Nguyen and Tuan Nguyen, 2020) is
the current state-of-the-art monolingual pre-trained
language model for Vietnamese, and since then,
many models have attempted to fine-tune PhoBERT
to perform POS tagging, NER, and dependency
parsing independently. However, having three fine-
tuned models, one for each task, not only requires
large storage space (three times the size of a sin-
gle model), but it also erases the interdependence
of these three tasks. In reality, the three tasks are
closely related: POS tags are essential for depen-
dency parsing, and they can also enhance the NER
task.

PhoNLP (Nguyen and Nguyen, 2021) introduces
a joint multi-task model which trains on and per-

forms the three tasks simultaneously. It reports
that the model outperforms previous state-of-the-
art models for each of the single tasks. In this
project, we attempt to improve the performance
of the PhoNLP model by modifying the architec-
ture. Specifically, we introduce PhoLSTM, where
the feed-forward neural network (FFNN) in the de-
pendency parsing layer is replaced with a LSTM,
which is generally proved to be superior to a FFNN.
We then analyze the performance and the robust-
ness against random seeds of our model.

2 Background

2.1 PhoNLP
Proposed by Nguyen and Nguyen (2021), PhoNLP
is the first model to jointly learn and perform POS
tagging, NER, and dependency parsing for Viet-
namese.

In particular, given an input sentence of words,
the encoding layer generates contextualized word
embeddings that represent the input words. These
embedding vectors are fed into a FFNN to predict
POS tags for corresponding input words. Each pre-
dicted POS tag is then represented by two "soft"
embeddings that are separately fed into NER and
dependency parsing layers. The NER and the de-
pendency parsing layers each concatenate the orig-
inal word embedding vectors and their correspond-
ing soft embedding vectors. Then the resulting
vectors are fed into a FFNN. Figure 1 from the
paper illustrates the structure of the model.

The authors report that PhoNLP produces state-
of-the-art results (POS tagging accuracy 93.88%,
NER F1-score 94.51%, dependency parsing LAS
78.17%, dependency parsing UAS 84.95%), out-
performing the single task models that perform
each task independently (93.68%, 93.69%, 77.89%,
84.78% on POS, NER, LAS, and UAS respec-
tively).



Figure 1: PhoNLP Model

2.2 Motivation
While PhoNLP is able to achieve high accuracy on
POS tagging and NER at more than 90% accuracy
on both tasks, it does not perform as well on depen-
dency parsing in which it achieves relatively lower
accuracy scores at around 80%. Our primary moti-
vation is to modify the PhoNLP model to improve
the performance on dependency parsing.

The original model uses a FFNN in the depen-
dency parsing layer. We propose a new model,
called PhoLSTM, where the FFNN in the depen-
dency parsing layer is replaced with a bidirectional
LSTM as shown in Figure 2.

2.3 LSTMs
Popularized by (Gers et al., 2000), Long Short-
Term Memory RNN (LSTM) is a type of RNN that
is superior to pre-existing neural networks, espe-
cially non-recurrent neural networks like FFNN.
One major advantage of LSTM is that it mitigates
one of FFNN’s major drawbacks: "vanishing gra-
dients," which occur when neural networks are un-
able to propagate useful gradient information as we
process longer sequences. LSTMs partially solve
such problem by introducing features such as gates
and cells to maintain information from the past
(Narasimhan, 2022). In fact, LSTM is proven to be
effective in many Vietnamese NLP tasks, including
sentiment analysis (Vo et al. (2017), Nguyen et al.
(2018b)), and speech detection (Van Huynh et al.,
2019). Based on these results, we hypothesize that
by replacing a FFNN layer with a LSTM, our mod-

ified model would perform better than pre-existing
results in Nguyen and Nguyen (2021).

3 Model Description

The parts of this section that overlap with PhoNLP
are adapted from Nguyen and Nguyen (2021) with
slight modifications for clarity. The part on the de-
pendency parsing layer illustrates the major change
we made to the model. We additionally provide
a detailed description of the FFNN layer in the
POS tagging and NER layers, which was omitted
in Nguyen and Nguyen (2021).

3.1 Encoder & Contextualized Embeddings
Given an input sentence consisting of n words
w1,w2,⋯,wn, the encoding layer PhoBERT uses
BPE (Sennrich et al., 2016) to segment it into sub-
word units and to generate contextualized latent
feature embeddings ei each representing the first
subword of the ith word wi:

ei = PhoBERTbase(w1∶n, i) ∈ Rd (1)

where d is the size of the embedding layer.

3.2 POS tagging
Following Devlin et al. (2019), the POS tagging
layer feeds the contextualized word embeddings ei
into a feed-forward network (FFNNPOS) followed
by a softmax predictor for POS tag prediction:

pi = softmax(FFNNPOS(ei)) ∈ Rkpos (2)



Figure 2: Revised Model with Bi-LSTMs

where kpos is the number of POS tags. Based on
probability vectors pi, a cross-entropy objective
loss LPOS is calculated for POS tagging during
training.

3.3 NER
Following Hashimoto et al. (2017), the soft POS tag
embedding t

(1)
i is computed by multiplying a learn-

able weight matrix W(1) ∈ Rdsoft×kpos with the
corresponding probability vector pi, where dsoft
is a hyperparameter that denotes the size of the soft
embedding layer:

t
(1)
i =W(1)pi ∈ Rdsoft (3)

Then, the NER layer creates a sequence of vectors
v
(1)
1∶n where each v

(1)
i is resulted in by concatenat-

ing the contextualized word embedding ei and the
soft POS tag embedding t

(1)
i

v
(1)
i = ei ○ t

(1)
i ∈ Rd+dsoft (4)

The NER layer then passes each vector vi into a
feed-forward neural network (FFNNNER):

h
(1)
i = FFNNNER(v

(1)
i ) ∈ R

kner (5)

where kner is the number of NER labels.
The NER layer feeds the output vectors hi into

a linear-chain CRF predictor for NER label predic-
tion (Lafferty et al., 2001). A cross-entropy loss
LNER is calculated for NER during training. For
inference, the Viterbi algorithm is used.

3.4 FFNN Layer
The POS tagging layer and the NER layer both
use a feed-forward neural network. Here we de-
scribe its structure. Given an input vector u =
(u1,⋯, un) ∈ Rn, it is first fed through a replace-
ment layer, where each coordinate of the vector
is independently and with a fixed probability, re-
placed with a random value drawn from a normal
distribution:

ui ↤

⎧⎪⎪
⎨
⎪⎪⎩

u′i ∼ N (0,
1
n
) w.p. prep

ui otherwise
(6)

where prep is the probability that the values are
replaced. Then the resulting vector u is multiplied
by a learnable weight matrix W ∈ Rn×h and is fed
through a ReLU gate:

v = ReLU(Wu) ∈ Rh (7)

where h is the hidden size of this FFNN. The result-
ing vector v is then fed through a standard dropout
layer, where each coordinate of the vector is inde-
pendently either set to zero or scaled up:

vi ↤

⎧⎪⎪
⎨
⎪⎪⎩

0 w.p. pdrop
1

1−pdrop vi otherwise
(8)

where pdrop is the probability that the values are
dropped.

3.5 Dependency parsing
Similarly to the NER layer, the soft POS tag embed-
ding t

(2)
i is computed by multiplying a learnable



weight matrix W(2) ∈ Rdsoft×kpos with the corre-
sponding probability vector pi:

t
(2)
i =W(2)pi ∈ Rdsoft (9)

Then the dependency parsing layer creates a se-
quence of vectors v(2)1∶n where each v

(2)
i is resulted

in by concatenating the contextualized word em-
bedding ei and the soft POS tag embedding t

(2)
i

v
(2)
i = ei ○ t

(2)
i ∈ Rd+dsoft (10)

The dependency parsing layer then passes each
vector v(2)i into a bi-directional LSTMDEP:

h
(2)
i = LSTMDEP(v

(2)
i ) ∈ R

2hdep (11)

where hdep is the size of the hidden layer of the
LSTM. Following Dozat and Manning (2017),
each h

(2)
i is split into four vectors h(AH)

i , h(AD)
i ,

h
(LH)
i , h(LD)i ∈ Rhdep/2 of equal length such that

h
(2)
i = h

(AH)
i ○ h

(AD)
i ○ h

(LH)
i ○ h

(LD)
i (12)

To predict potential dependency arcs, the parsing
layer feeds h

(AH)
i , h(AD)

i into a variant of a Bi-
affine classifier (Qi et al., 2018) that additionally
takes into account the distance and relative order-
ing between two words to produce a probability
distribution of arc heads for each word. For infer-
ence, the Chu-Liu/Edmonds’ algorithm is used to
find a maximum spanning tree (Chu and Liu, 1965;
Edmonds, 1967).

The parsing layer also applies the Biaffine clas-
sifier to h

(LH)
i , h(LD)i to label the predicted arcs.

An objective loss LDEP is computed by summing a
cross entropy loss for unlabeled dependency pars-
ing and another cross entropy loss for dependency
label prediction during training based on gold arcs
and arc labels.

3.6 Joint multi-task learning
The final training objective loss L of our model is
the weighted sum of the POS tagging loss LPOS,
the NER loss LNER, and the dependency parsing
loss LDEP:

L = λposLPOS + λnerLNER + λdepLDEP (13)

where λpos, λner, λdep ∈ [0,1] are hyperparameters
that satisfy the following relationship:

λpos + λner + λdep = 1

Model Task #train #valid #test

PhoLSTM
POS 2400 300 300
NER 2400 300 300
DEP 2400 300 300

PhoNLP
POS 23906 2009 3481
NER 14861 2000 2831
DEP 8977 200 1020

Table 1: Dataset statistics. #train, #valid, and #test
each refer to the number of training, validation, and test
sentences

4 Experiments

4.1 Setup
4.1.1 Datasets
We use a portion of the VLSP 2016 NER dataset
(Nguyen et al., 2018a) for the NER task and the
Vietnamese UD treebank 1 converted from the Viet-
namese constituent treebank (Nguyen et al., 2009)
for POS tagging and dependency parsing. Due
to limitations in computing resources, we extract
3000 sentences from each dataset and split them
8:1:1 into train, validation, and test data.

This differs from the training setting of the
PhoNLP model, which used the VLSP 2013 POS
dataset 2 for POS tagging and the VnDT depen-
dency treebank v1.1 (Nguyen et al., 2014) con-
verted from the same Vietnamese constituent tree-
bank for the dependency parsing. Table 1 summa-
rizes the statistics of the datasets used for training
our model, compared to that of PhoNLP.

4.1.2 Implementation
Our model is implemented based on PyTorch
(Paszke et al., 2019), employing the PhoBERT en-
coder implementation available from the transform-
ers library (Wolf et al., 2020), the Biaffine classi-
fier implementation from Qi et al. (2020), and the
AdamW optimizer (Loshchilov and Hutter, 2019).
Table 2 summarizes the list of hyperparameters and
the values we used in our implementation.

We perform a grid search to select the best values
of λpos, λner, λdep. Each experiment was run with
a different random seed. Throughout the experi-
ments, we compare models based on the average of
the POS tagging accuracy, the NER F1-score and
the dependency parsing LAS. We select the model

1https://github.com/UniversalDependencies/UD_Vietnamese-
VTB

2https://vlsp.org.vn/vlsp2013/eval



Layer Parameter Value
Embedding d 768

FFNNPOS

prep 0.33
h 400

pdrop 0.5
NER dsoft 100

FFNNNER

prep 0.33
h 400

pdrop 0.5

Dependency
dsoft 100
hdep 256

Training
Batch Size 8

Epoch 100
Learning Rate 1e-5

Table 2: Full list of hyperparameters

λpos

0.2 0.4 0.6

λ
n
er

0.2 84.53 84.33 79.62
0.4 84.74 83.87 X
0.6 84.46 X X

Table 3: Results of the grid search for optimal values
of λpos, λner, λdep. The reported score is the average
of the POS tagging accuracy, the NER F1-score and the
dependency parsing LAS

checkpoint that generates the highest average score
over the validation set.

4.1.3 Training Environment and Runtime
Training was performed on Google Colab, with
25GB of RAM and Tesla T4 GPU. Training a single
model took approximately 6 hours (5 min / epoch)
and 500MB of memory.

4.2 Results
Table 3 presents the results from the grid search to
select the values of λpos, λner, λdep. The value of
λdep can be inferred from each cell by calculating

λdep = 1 − λpos − λner

We report that the choice of λpos = 0.2, λner = 0.4,
λdep = 0.4 produced the best results. Note that the
performance of the model is almost the same across
the different experiments, each run with a different
random seed. We infer from this that the PhoLSTM
model is resilient to the choice of random seeds.

We then report a more detailed performance re-
sults of our model (with the best model checkpoint
from Table 3), compared to the baseline PhoNLP

Model POS NER LAS Score
PhoLSTM 90.86 93.47 69.88 84.74
PhoNLP 91.44 83.43 71.70 82.19

Table 4: Performance of PhoLSTM compared to
PhoNLP

model in Table 4. For the PhoNLP model, the POS
tagging accuracy, the NER F1-score and the de-
pendency parsing LAS were largely dependent on
the choice of random seeds. The reported scores
are the result of being averaged over three random
seeds.

4.3 Discussion
When the PhoNLP model is trained on our sam-
pled dataset, the performance of each task declines
from what was originally reported in Nguyen and
Nguyen (2021). Out of the three, NER is the task
that is impacted most heavily, with the F1 score
dropping from 94.51% from to 83.43%. To identify
the cause for this drop, we analyzed the confusion
matrix from the worst-performing seed. Out of 138
words with the ’B-PER’ tag, the model is only able
to correctly identify 31 of them, and it mislabels
101 of them as ’O’, the null tag. This suggests
that the PhoNLP model requires more data to cor-
rectly identify the ’B-PER’ tag. In comparison, our
PhoLSTM model is able to correctly identify 121
of them, and the overall NER F1 score is almost
on the same level as that of PhoNLP on the full
dataset. This shows that PhoLSTM requires less
data to learn to distinguish the ’B-PER’ tag from
the null tag. This will be most useful if our model is
trained on other languages with less training data.

5 Conclusion and Future Work

We have presented PhoLSTM, a joint multi-task
model for POS tagging, NER, and dependency pars-
ing in Vietnamese. Experiments on a subset of
benchmark Vietnamese datasets show that PhoL-
STM outperforms the PhoNLP baseline. More
specifically, our model is shown to learn better on
a smaller dataset and is shown to be more robust
to the choice of random seeds. In future works,
we hope to train our model on larger datasets or in
other languages and verify if PhoLSTM generalizes
better in other training settings.
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